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Abstract

This paper analyzes the effect of error correlation on the SISRE bounding for
GPS and Galileo satellites. For a given period of data collection, it computes the
effective number of independent samples contained in a dataset applying an
estimation variance analyses. Results show that the time between effective inde-
pendent samples is highly dependent on the constellation and onboard clock
type. On one hand, GPS satellites equipped with Rubidium clocks exhibit signif-
icantly longer error correlation than those with onboard Cesium clocks. On the
other hand, Galileo satellites show substantially shorter correlation time among
samples with less variability on a monthly basis. This paper also introduces a
methodology to compute SISRE bounding accounting for the limited number
of independent samples. Using a Bayesian approach, it computes the so-called
uncertainty factor by which the Gaussian distribution needs to be inflated in
order to account for the observation data independence.

1 INTRODUCTION

Range error overbounding plays a pivotal role in GNSS
Safety-of-Life (SoL) applications like aircraft precision
approach. The high integrity requirement demanded by
Ground Based Augmentation Systems (GBAS), Satel-
lite Based Augmentation Systems (SBAS), and Advanced
Receiver Autonomous Integrity Monitoring (ARAIM)
necessitates a thorough analysis of the GNSS range errors
that guarantees a safe overbound. In the GNSS integrity
literature, two extensively used bounding methods can be
found: DeCleene's Gaussian CDF bounding1 and Rife's
Gaussian pair overbounding.2 Both methodologies replace
the unknown true error distribution by a Gaussian with
standard deviation 𝜎ob which preserves its bounding prop-
erties after convolution in the position domain. In order
to account for arbitrary (nonsymmetric, nonzero mean)
error distributions, the pair overbounding introduced the
so-called nominal bias bnom. This term is also meant to
overbound other errors that are not always observable in
the sample data (ie, nominal signal deformation biases)
and whose distributions might be unknown. Among oth-

ers, 𝜎ob and bnom are encapsulated within the Integrity
Support Message (ISM) and transmitted to the ARAIM
users. Based on these inputs, users evaluate whether or not
the integrity requirement is fulfilled.3 The pair overbound-
ing theorem has been recently revisited in Blanch et al.4
(Blanch's two step Gaussian bounding) where a relaxation
of the bounding premises is proposed leading to a less
conservative bound.

The three previous overbounding methodologies have
one common denominator; they assume that the observed
distribution is the actual one, and they do not need to be
concerned with correlation and independence. Previous
works have shown that a satellite Signal-in-Space Range
Error (SISRE) exhibits a time variant component which
affects both mean and standard deviation.5,6 These studies
also showed that error distributions tend to be zero mean
in the long term. In addition, the work in Perea et al.6 indi-
cated that GPS clock errors presented a correlation time
of 10-12 hours whereas orbit errors show longer correla-
tion time with 12-h periodic components. Those findings
were later corroborated by Stanford University in Walter
et al.7 Given the high correlation of the data, it becomes
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clear that SISRE characterization based on service history
gets more cumbersome for new constellations where less
data is available. The work presented in this paper takes a
step forward and analyzes the effect of error correlation in
SISRE bounding for GPS and Galileo. Using an approach
based on Bayesian inference, it then introduces a method-
ology to inflate error bounds based on an estimate of the
amount of independent data.

The first part of this work focuses on the autocorre-
lation study of orbit and clock error for both GPS and
Galileo satellites. Results will show how SISRE corre-
lation exhibits significant differences between constella-
tions. An amplitude spectral analysis of the range error will
evidence a 12-h harmonic components due to half side-
real days orbit periodicity (14 hours in case of Galileo).
Although useful to understand the physical behavior
of the range error, autocovariance and spectral density
analyses do not provide an estimation of time between
effectively independent samples. This paper proposes a
method based on estimation variance analysis to com-
pute the number of independent samples for a given
data. Based on the variance of the distribution stan-
dard deviation estimator Var[𝜎x], we estimate the time
between effectively independent samples for both GPS
and Galileo satellites finding significant differences among
them.

Once the data autocorrelation has been understood, the
second part of this work derives an analytical expression of
the range error Cumulative Distribution Function (CDF)
based on the number of independent samples as defined in
Section 3. Given the high correlation of the data, the char-
acterization of the SISRE based on service history becomes
more cumbersome for new constellations where less data
is available. Pervan introduced in Pervan and Sayim8 the
use of Bayesian inference as a means to account for the
statistical uncertainties in the knowledge of error standard
deviation and the correlation across the multiple refer-
ence receivers to be used in the GBAS. The work presented
here takes a step forward and analyzes the effect of error
correlation in the SISRE bounding for GPS and Galileo.
Using Bayes' theorem with a noninformative prior distri-
bution of the standard deviation, we compute the factor
by which the Gaussian distribution needs to be inflated to
account for the sample independence. Analytical results
will show that the conditioned distribution matches the
Gaussian CDF when the number of independent samples
reaches approximately 350. This methodology is imple-
mented using GPS and Galileo SISRE distributions from
our previous work in Perea et al5 and Perea et al.6 These
results will show that the fact that Galileo SISRE presents
a significantly shorter decorrelation time than GPS will
speed up the SISRE characterization based on service his-
tory to support ARAIM.

2 GPS AND GALILEO SISRE
ANALYSIS: PREVIOUS WORK

Constellation performance monitoring and SISRE char-
acterization has been a profuse topic in the GNSS litera-
ture during the past years. In particular, in the frame of
GNSS SoL applications, previous work done by Walter in
previous studies7,9,10 has addressed the analysis of GPS
satellites nominal performance and faults during the last
decade. In parallel, we have also been active in the exami-
nation of GPS and Galileo nominal range error in previous
studies.5,6 In the offline ARAIM architecture, the char-
acterization of satellite service history is used by the Air
Navigation Service Provider (ANSP) to verify operational
commitments. This information will be encapsulated in
the ISM and transmitted to ARAIM users which ulti-
mately will evaluate the integrity, accuracy, and continuity
requirements.

Our prior work in Perea et al.6 exposed the variabil-
ity on a monthly basis of GPS range errors in both mean
and standard deviation. Figure 1 includes the distribu-
tion means for satellite orbit and clock errors projected
over a grid of 642 users on a monthly basis. As can be
seen, distributions exhibit nonzero biases that can vary
between 20 and 40 cm in monthly observation periods.
As the monitoring period increases, mean errors reduce
to values on the order of reference products accuracy.
As pointed out in both Perea et al.6 and Walter et al.,7
during the first weeks of operations, some GPS satellites
show abnormally large errors that are not representative
of the satellite's performance after that period. To also
illustrate the variability on SISRE dispersion, Figure 2
includes the SISRE worst user location root mean square
(RMS) values on a monthly basis. As observed, changes in
SISRE RMS can reach up to 50 cm for monthly datasets.
As the monitoring period increases, this time variabil-
ity reduces significantly as depicted by the lower plot in
Figure 2. Consequently, it can be stated that core distribu-
tion parameters reach fixed values for monitoring periods
of 6-8 months. As pointed out in Perea et al.6 and Wal-
ter et al.,7 note that the largest RMS values correspond to
the two Cs-equipped block IIF GPS satellites (SVN65 and
SVN72) which show particularly less temporal variabil-
ity with respect to the rest of the Rb-equipped satellites.
As can be inferred, the onboard clock type has a pivotal
role in the error correlation and sample independence for
GPS satellites.

Respectively, Figures 3 and 4 include SISRE distribution
mean and RMS values for Galileo satellites. Comparing
Figures 1 and 3, it can be observed that Galileo range
error exhibits significantly less variations on a monthly
basis than GPS. This is an indication that the American
GNSS is more affected by temporal correlation than the
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FIGURE 1 Mean values of GPS satellites Instantaneous User Projected SISRE (Orbit and clock error projected over a global grid of 642
users): Individual monthly values vs. cumulative sliding window [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]

FIGURE 2 RMS values of GPS satellite Worst User Location SISRE: Individual monthly values vs. cumulative sliding window [Color
figure can be viewed at wileyonlinelibrary.com and www.ion.org]

European constellation. It is also important to point
out that the inherent maturation of the constellation
entails events of nonstationary performance as depicted in
Figure 4. As shown in Perea et al.5 and Galluzzo et al.,11

SISRE RMS for Galileo satellites presented values of 1 m
in March 2015 having a drastic performance improvement
to today's figures (SISRE 1-𝜎 values around 25-30 cm).
Not only has the nominal performance greatly improved
but also the number of outliers has been reduced. Clock
events described by ESA in a previous investigation12 were
also corrected after the initial service declaration. Such

enhancement will soon reach a saturation point once
the ground and space segments are completely deployed
and the constellation reaches full operational capability.
Note the fault events identified and reported in previ-
ous studies9,13 have been excluded, and only the nominal
performance is analyzed.

In the ARAIM architecture, ANSPs are in charge of
monitoring the constellation performance to ensure that
it is compatible with the performance commitments.
Data independence plays an essential role in determin-
ing those bounds since they impact the confidence that

199

http://wileyonlinelibrary.com
www.ion.org
http://wileyonlinelibrary.com
www.ion.org


PEREA ET AL.

FIGURE 3 Mean values of Galileo
satellites Instantaneous User Projected
SISRE (Orbit and clock error projected
over a global grid of 642 users):
Individual monthly values vs.
cumulative sliding window [Color figure
can be viewed at wileyonlinelibrary.com
and www.ion.org]

FIGURE 4 RMS values of Galileo
satellite Worst User Location SISRE:
Individual monthly values vs.
cumulative sliding window [Color figure
can be viewed at wileyonlinelibrary.com
and www.ion.org]

TABLE 1 Summary of the input data
used for the orbit and clock error for GPS
and Galileo

GPS Galileo
Precise orbit Center for Orbit Determination GeoForschungsZentrum
& clock data (cod files17) (gbm files17)
Clean broadcast Stanford University Centre national
Ephemeris data (sulg files18) d'études spatiales (brdc files19)
Antenna Phase Center IGS ANTEX files17 European GNSS Agency
Offset files Galileo Satellite Metadata20

can be placed in the estimation. In response to this need,
this paper performs a detailed analysis on error corre-
lation and sample independence and attempts to mea-
sure the amount of information provided by the data by
defining an equivalent number of independent samples.
The definition of the orbit and clock monitoring algo-
rithms has been covered in previous work.14,15 A further
description of the products validation algorithm along
with the conversion between satellite Antenna Phase
Center (APC) and Center of Mass (CoM) can be found
in previous studies.6,16 Table 1 encapsulates the set of
input data employed in the orbit and clock error for
this analysis.

3 DATA CORRELATION AND
SAMPLES INDEPENDENCE

The effect of the number of independent samples is
paramount for error overbounding. Inferring properties of
the underlying distribution from a given dataset is always
challenging. As pointed out in the previous section, satel-
lite range error is eminently correlated over time creating
high variability of the distribution core parameters esti-
mates (mean �̂� and standard deviation �̂�) on a monthly
basis. In order to perform safe and efficient SISRE over-
bounds (not extremely loose so we might face availabil-
ity risk), the error autocorrelation needs to be addressed
within ISM generation.
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3.1 Error autocorrelation
and autocovariance
For a given random process x(t), let us define the autocor-
relation Rxx and autocovariance Cxx functions as

Rxx(𝜏) = E [x(t) x(t + 𝜏)] (1)

Cxx(𝜏) = Rxx − 𝜇2
x , (2)

where 𝜇x = E [x(t)] is the mean value of the random
variable x(t).

Let us assume that over the interval of data collection
0 < t < T, our error data x(t) comes from a stationary,
ergodic random process with mean 𝜇x, variance 𝜎2

x , auto-
correlation function Rxx, and autocovariance Cxx. Let us
also assume that the independent samples contained in
x(t) come from an independent and identically distributed
process. Because the process is ergodic, those parameters
can be estimated using the following expressions (follow-
ing Chapter 5 in Bendat and Piersol21):

�̂�x =
1
T ∫

T

0
x(t)dt (3)

�̂�2
x = 1

T ∫
T

0
x2(t)dt − �̂�2

x (4)

Rxx(𝜏) =
1

T − 𝜏 ∫
T−𝜏

0
x(t)x(t + 𝜏)dt, (5)

Cxx(𝜏) = Rxx(𝜏) − �̂�2
x . (6)

Since the error data is collected in discrete time x(k), let
us write the equations above in discrete form as

�̂�x =
1
N

N−1∑
k=0

x(k) (7)

�̂�2
x = 1

N

N−1∑
k=0

x2(k) − �̂�2
x (8)

Rxx(k) =
1

N − k

N−k−1∑
i=−N+k+1

x(i)x(i + k) (9)

Ĉxx(k) = Rxx(k) − �̂�2
x . (10)

The autocovariance provides a temporal representation
of the correlation between the error and a delayed copy
of itself. Typically, the autocovariance function is normal-
ized by the sample variance so that lag zero is equal to one.
Doing this is useful because the correlation is a scale-free
measure of the statistical independence of the error. Let us
define the normalized estimated autocovariance matrix as
Cxxnorm(k) = Ĉxx(k)∕�̂�2

x .

As exposed in Perea et al.6 and Montenbruck et al.,22

SISRE distribution is mainly driven by the onboard clock
type. Consequently, in this chapter, error data are clustered
in four different groups: GPS-Rb, GPS-Cs, Galileo-RAFS,
and Galileo-PHM. For each of the four groups, a repre-
sentative satellite is taken to generate the autocovariance
and spectral density plots in Figures 5-9: SVN67 / PRN06
(Rb), SVN65 / PRN24 (Cs), GSAT0101 / E11 (RAFS), and
GSAT0205 / E24 (PHM).

Figure 5 illustrates the large differences in the clock
autocovariance for Rubidium clock-equipped GPS satel-
lites versus Cesium. Orbit error components (radial,
along, and cross-track error) show no significant disparity
between satellite types having a 12-h harmonic component
which remains over several days. This sinusoidal behav-
ior is attributed to the inherent dynamics of the satellite
throughout its orbital motion. In particular, it is due to the
limitation of the 15 quasi-Kleperian parameters used to
model the satellite motion.23 Apart from this half-sidereal
day harmonic component, the along-track error also shows
a 2-h sinusoidal behavior which coincides with the nomi-
nal update rate of the GPS navigation message.

Unlike orbit components, clock error (purple lines in
Figure 5) shows considerable contrast between satellite
types not only in the harmonic element but also in the con-
vergence time. This suggests that within the Orbit Deter-
mination and Time Synchronization (ODTS) process, the
estimation of the satellite clock prediction gets “contami-
nated” by the residuals of orbital model fitting. In order to
better understand these effects, let us analyze the error cor-
relation in the frequency domain. For a given signal x(t),
the Wiener-Khinchin relation defines the link between its
autocorrelation function Rxx(𝜏), in time domain, and its
power spectral density Sxx( 𝑓 ), in frequency domain, as
follows

Sxx( 𝑓 ) = ∫
∞

−∞
Rxx(𝜏) e−𝑗2𝜋𝑓𝜏d𝜏. (11)

Figure 6 includes the Single-Sided Amplitude Spectrum
(SSAS) for orbit and clock errors for both GPS satellite
types. The dominant harmonic component for orbit error
corresponds to the 12-h frequency (2.31 × 10−5 Hz) show-
ing also several n × 12-h components. As pointed out
above, there is no significant contrast in the orbit error
between the two satellite types. However, the difference
lays in the relative power density between the orbit ele-
ments and clock noise level. One can be misled by results
shown in Figure 5 thinking that Rubidium clocks induce
larger range errors than Cesium clocks—this is actually
not true. The normalized autocovariance does not indi-
cate anything about the distribution variance but about its
correlation. In fact, as detailed in Figure 2, Cs-equipped
SISRE RMS is typically twice as big as Rb-equipped
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FIGURE 5 Sample
autocovariance for GPS orbit and
clock (Cs and Rb) errors [Color
figure can be viewed at
wileyonlinelibrary.com and
www.ion.org]

FIGURE 6 Single-Sided Amplitude
Spectrum of orbit and clock error
contribution to SISRE for GPS satellites
[Color figure can be viewed at
wileyonlinelibrary.com and
www.ion.org]

FIGURE 7 Sample autocovariance
for Galileo orbit and clock (RAFS and
PHM) errors [Color figure can be
viewed at wileyonlinelibrary.com and
www.ion.org]

satellite values (100-120 cm versus 50-60 cm) due to better
short term stability and prediction accuracy.24 In Figure 6,
it can be observed that the error noise level in Cs clocks is
significantly higher than in Rb clocks. On the left side, it is
illustrated that the power level of clock error noise (yellow
line) is above the power level of the harmonic components
of the orbit error. As a consequence, the orbit correla-
tion has a larger impact on range error for Rb-equipped
satellites than for Cs-equipped.

A similar analysis is carried out for Galileo satellites in
Figure 7. Unlike in the GPS case, the onboard clock does
not create substantial differences in the normalized auto-
covariance between clock types. Figure 8 includes the orbit
and clock component SSAS for RAFS and PHM Galileo
satellites. A 14-h harmonic component is observed for
orbit error in both cases being compliant with the Galileo
orbital period (1.98×10−5 Hz). However no significant con-
trast can be detected among clock types. In particular, both
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FIGURE 8 Single-Sided Amplitude
Spectrum of orbit and clock error
contribution to SISRE for Galileo
satellites [Color figure can be viewed at
wileyonlinelibrary.com and
www.ion.org]

FIGURE 9 Single-Sided Amplitude
Spectrum of range error for GPS (Cs and Rb
clocks) and Galileo (RAFS and PHM clocks)
[Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

yellow lines in Figure 8 indicate similar noise level for
PHM and RAFS clocks. The next section will prove that
in fact there is a slight difference between the two satellite
types impacting the time between effectively independent
samples.

A comparison between Figures 5 and 7 exposes the dif-
ferences in error correlation between GPS and Galileo
satellites. The Galileo orbit error sinusoidal component
decays significantly faster than GPS. This is corroborated
by the range error spectral density depicted in Figure 9.
Unlike GPS, Galileo only shows one harmonic compo-
nent corresponding to the 14-h orbital period. However
the power associated with this component is lower rela-
tive to lag zero ultimately leading to a less dominant orbit
correlation for Galileo range error than for GPS.

3.2 Covariance analysis for effectively
independent samples determination
The error temporal correlation shown in the prior subsec-
tion only provides a qualitative notion of sample indepen-
dence. Figures 5, 7, and 9 exposed the differences between
constellations and satellite type showing that the range
errors for GPS Rb clock satellites are significantly more
correlated than GPS Cs clock and Galileo errors. However,
it does not bring a specific procedure to define a number

of effectively independent samples given a certain dataset
that can be used to measure the amount of information.
Prior work done in previous studies6,7 based the corre-
lation analysis on autocovariance plots inspection. This
section takes a step further and proposes a method based
on estimation variances for sample mean and standard
deviation.

Let us assume again that error data x(t) comes from a
stationary, ergodic random process with mean 𝜇x, variance
𝜎2

x , autocorrelation function Rxx, and autocovariance Cxx
(defined in Equations (3)–(6)). Given a monitoring period
for which we intend to characterize the satellite range
error, confidence in the estimation of �̂�x and �̂�2

x will be
given by their variances Var[�̂�x] and Var[�̂�2

x ]. While the
first variance term is easy to obtain, the variance of the
estimated sample variance does not have a simple form.
In this regard, we define the mean square value of x(t) as
𝜓2

x = E[x2(t)] which can be estimated by

�̂�2
x = 1

T ∫
T

0
x2(t)dt. (12)

Using Equation (12) in (4), the estimated sample vari-
ance can be written as

�̂�2
x = �̂�2

x − �̂�2
x (13)
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Chapter 8 in Bendat and Piersol21 provides a closed-form
equations for both Var[�̂�x] and Var[�̂�2

x ],

Var[�̂�x] =
1
T ∫

T

−T

(
1 − |𝜏|

T

)
Cxx(𝜏)d𝜏 (14)

Var[�̂�2
x ] =

2
T ∫

T

−T

(
1 − |𝜏|

T

)(
Ĉ2

xx(𝜏) + 2𝜇2
xCxx(𝜏)

)
d𝜏.

(15)

Again, since our error data is collected in discrete time
x(k), Equations (12), (14), and (15) can be written as

�̂�x =
1
N

N−1∑
k=0

x2(k) (16)

Var[�̂�x] =
1
N

N∑
−N

(
1 − |k|

N

)
Ĉxx(k) (17)

Var[�̂�2
x ] =

2
N

N∑
−N

(
1 − |k|

N

)(
Ĉ2

xx(k) + 2�̂�2
xĈxx(k)

)
. (18)

Note that Equations (17) and (18) require the true val-
ues of the error autocovariance Ĉxx(k), which is unknown.
They have been substituted by its estimated value obtained
using Equation (10). This is an important step that needs
further motivation. Technically, the true values shall be
substituted with a range of values around the sampled
ones given by confidence interval. According to the Cen-
tral Limit Theorem (CLT), the observed Cxx will be close
to the true one if the number of independent samples is
big enough (typically larger than 30). Since the estimation
of the autocovariance function is carried out based on sev-
eral years of SISRE data, the use of (10) is legitimized. The
scope of this derivation is to determine how many of those
N samples are effectively independent N∗. It is important
to clarify that we will use as many samples as available in
our dataset X to compute �̂�x and �̂�2

x , but their variances will
be driven by the number of independent samples.

Consider the special case where x(k) is a white noise
process with mean 𝜇x and variance 𝜎2

x . By definition, the
autocovariance is Cxx = 𝜎2

x𝛿(k) (where 𝛿(k) is the Kro-
necker delta function) implying that all samples contained
in the dataset are independent, N = N∗. Then, variances
in (17) and (18) reduce to

Var[�̂�x] =
�̂�2

x

N∗ (19)

Var[�̂�2
x ] =

2(�̂�4
x + 2�̂�2

x �̂�
2
x )

N∗ . (20)

The underlying idea is to compare the white noise results
with the general case (colored noise) and determine the
number of samples N that will result in parameter esti-
mate error variances equal to those in (19) and (20). The

ratio N∗∕N will then be the fraction of the N∗ samples that
are effectively independent for the estimation of 𝜇x and 𝜎2

x
out of the total N (colored). Setting Equation (17) equal to
(19) and Equation (18) equal to (20), the ratio N∗∕N can be
obtained from the variance in the estimation of 𝜇x and 𝜓2

x
as

N∗

N
| �̂�x

=
�̂�2

x∑N
−N

(
1 − |k|

N

)
Ĉxx(k)

(21)

N∗

N
| �̂�2

x
=

�̂�4
x + 2�̂�2

x �̂�
2
x∑N

−N

(
1 − |k|

N

) (
Ĉ2

xx(k) + 2�̂�2
xĈxx(k)

) . (22)

Note that the fractions identified in the previous expres-
sions will not be identical since they are conditioned to the
variance of the estimation of two different parameters. In
general, for a given dataset, Var[�̂�x] and Var[�̂�2

x ] will not
be equal, and hence, (21) and (22) will report different val-
ues depending on how much confidence we can place on
the estimation of each parameter. Since in order to obtain
�̂�2

x , we need both �̂�x and �̂�2
x , the limiting factor will be the

smallest ratio between N∗∕N�̂�x and N∗∕N�̂�2
x
. The difference

in these two ratios can be analytically proven by analyzing
the dependency of expressions (19) and (20) on the number
of independent samples N∗. For a given zero mean Gaus-
sian distribution with unit standard deviation, it can be
easily seen that Var[�̂�x] = 0.5 Var[�̂�2

x ]. In other words, we
need twice as many independent samples to estimate �̂�2

x
than to estimate �̂�x with the same variance.

Let us assume that over the period of data collection 0 <
t < T, we have a sampling interval ΔT (time which elapses
between two samples) so that the total number of col-
lected samples is N = T∕ΔT. The selection of the sampling
interval only affects the number of colored samples but
not the number of effectively independent samples con-
tained in the dataset X. One might be tempted to assume
that the ratio N∗∕N shall be independent of the sampling
interval; however, let us look at the following example.
Let us assume that two processing facilities monitor the
same satellite range error during 10 days. Monitor A has
a sampling interval of 5 min while monitor B has a sam-
pling interval of 15 min. After the full period, monitor A
has collected a total NA = 2880 correlated samples while
monitor B gathered NB = 960 correlated samples. Since
A and B have different sampling interval, NA and NB are
different; however, they must contain the same number of
effectively independent samples (same monitoring period)
so N∗

A = N∗
B. That yields to

N∗
A

NA
= ΔTA

ΔTB
·

N∗
B

NB
. (23)

For performance characterization and error overbound,
our goal is to determine the time between effective inde-
pendent samples ΔTind . It is formally defined as the time
elapsed between two consecutive effectively independent
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FIGURE 10 Ratio of correlated versus
independent samples for GPS range error
(Cs clock and Rb clock) as a function of the
sampling interval. Note the different scale
[Color figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

samples. The determination of ΔTind is relevant since it
allows us to discern how many independent samples we
can collect in a given monitoring time. It provides an
approximate measure on the amount of information that
the recorded data contains about the true distribution. Let
us assume that in our example the trueΔTind is 15 minutes.
In that case, N∗

B = NB and according to (23), the ratio of
effectively independent samples for the dataset collected
by monitor A is N∗

A∕NA = 1∕3. In the general case, we do
not know the actual ΔTind , and the only way to estimate it
is through the computed values of N∗∕N. Let us call NJ the
total samples of the data set XJ collected by a generic mon-
itor J with a sampling interval ΔTJ. We want to compare
our monitor J with the monitor whose sampling interval is
the actual ΔTind so that N∗∕N = 1. Using Equation (23),
the time between effectively independent samples can be
estimated as:

ΔTind = ΔTJ
N∗

N
| J
. (24)

Figure 10 presents the values of N∗∕N�̂�x and N∗∕N�̂�2
x

for
GPS satellite range error for both Cs and Rb clock types as
a function of the sampling interval. As pointed out before,
both (21) and (22) are built under the assumption that Cxx
can be substituted by its estimated value Cxx if a large num-
ber of independent samples are included in the dataset.
In particular, SISRE data from January 2015 to December
2017 is taken for the GPS and Galileo correlation analysis.
Although we have not yet defined the technique to deter-
mine the number of effective independent samples in a
given set, results from GPS and Galileo stationary analy-
sis in Perea et al.6 indicate that several years of SISRE data
contain enough independent points to support the CLT.

As presented in Figure 10, both N∗∕N�̂�x and N∗∕N�̂�2
x

are monotonous functions (ideally linear) of the sampling
interval. According to Equation (24), the ΔTind can be esti-
mated as the inverse of the slope of these functions. Note
that choosing a different sampling interval does not imply
a modification of the total monitoring period (3 years with

TABLE 2 Time between effectively independent samples
for GPS and Galileo Satellites based on clock type

Constellation Clock Type ΔTind�̂�x
[h] ΔTind�̂�x

[h]
GPS Cesium 4-5 5-6
GPS Rubidium 50-60 24-32
Galileo RAFS 4-5 3-4
Galileo PHM 2.5-3.5 2-3

Note. Shaded cells correspond to limiting parameter, �̂�x or �̂�2
x

sufficiently large number of independent samples) but dif-
ferent time elapsed between the collected measurements.
As mentioned above, the confidence in the estimation of �̂�2

x
will be limited by the smallest N∗∕N ratio. In other words,
the time between effective independent samplesΔTind will
be determined by the longest ΔTind ,�̂�x or ΔTind ,�̂�2

x
.

As expected, for a given sampling interval, the number of
effectively independent samples for Rb clock satellites are
approximately 10 times smaller than for Cs clock satellites.
For example, if we choose a sampling interval of 2 hours,
the ratio of effectively independent samples for Cs clock
satellites is 0.5 while it is just 0.05 for Rb clock satellites.
Table 2 provides an average range of values forΔTind ,�̂�x and
ΔTind ,�̂�2

x
applying Equation (24) for each point of Figure 10.

Note that the shaded cells indicate the limiting parameters.
The time between effectively independent samples for Rb
clock GPS satellites ranges between 50-60 hours whereas
it is 10 times shorter, 5-6 hours, for Cs clock satellites.

Figure 11 includes the results of a similar analysis
for Galileo satellites (RAFS and PHM onboard clocks).
Although not as pronounced as in the GPS case, there is a
difference in the number of independent samples between
PHM and RAFS-equipped spacecraft. For example, for a
sampling interval of 1 hour, the ratio of effectively inde-
pendent samples for PHM clock satellites is 0.5 while it is
0.4 for RAFS clock satellites. Table 2 indicates that the time
between effectively independent samples for PHM clock
satellites ranges between 2.5-3.5 hours while it is a few
hours longer for RAFS clock satellites, around 4-5 hours.
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FIGURE 11 Ratio of correlated versus
independent samples for Galileo range error
(RAFS and PHM clock) as a function of the
sampling interval [Color figure can be
viewed at wileyonlinelibrary.com and
www.ion.org]

FIGURE 12 Range error normalized
autocovariance for GPS and Galileo
satellites for each clock type [Color figure
can be viewed at wileyonlinelibrary.com and
www.ion.org]

Note that as of June 2018, there is only one Galileo satel-
lite in active service which operates with a RAFS onboard
clock (GSAT0101).

It is worth pointing out the differences between the lim-
iting factors among satellites. Cs clock-equipped GPS is
the only case in which the estimation of �̂�2

x is the limit-
ing factor. In the rest of the satellites under study (both
Rubidium and passive Hydrogen masers), �̂�x is the limit-
ing factor instead. A plausible explanation to this behavior
is the short term versus long term clock stability. As illus-
trated in the Allan deviation plots in Beard,24 Cs atomic
clocks present a better long term stability whereas Rb and
passive Hydrogen maser clocks show an extremely stable
short term behavior.

The initial correlation analysis that was performed in
Perea et al.6 was based on autocovariance plots. Those
figures provided a notion of the error temporal behavior,
but it is actually quite complex to extract anything more
than qualitative conclusions. Looking at the range error
autocovariance in Figure 12, one could, for example, fix a
0.5 threshold value from which we can expect the data to be
uncorrelated. However this criteria is not sufficiently moti-
vated. Looking at the Rb GPS satellites autocovariance plot

(blue line in Figure 12), it is quite hard to extract any con-
clusion about ΔTind from that sinusoidal behavior. Even
more challenging is to infer the time between effectively
independent samples in the Galileo case. The green and
brown lines in Figure 12 show very similar trends but in
fact, as shown in Table 2, they do not have the same ΔTind .
The methodology here presented overcomes this problem
by defining the N∗∕N ratio.

4 EMPIRICAL ASSERTIONS
ABOUT RANGE ERROR TIME
DEPENDENCE

After having determined the time between effectively
independent samples, the conclusions empirically stated
in Perea et al.6 regarding error variability over months
for GPS and Galileo can be mathematically seconded.
Figures 1 and 2 exposed the broad variability in range
error mean and standard deviation over months for
Rb-equipped GPS satellites whereas in the case of Cs
clocks, the errors were quite stable over time. With the
results obtained in the previous section, we can now state
that in the case of Rb clocks, only 14-16 samples collected

206

http://wileyonlinelibrary.com
www.ion.org
http://wileyonlinelibrary.com
www.ion.org


PEREA ET AL.

in a month are independent. Trying to characterize a pop-
ulation with only 16 independent data points is certainly
adventurous leading to discordant results on a monthly
basis. As the monitoring time increases to biannually and
yearly datasets, the number of independent samples grows
providing more confident estimations of the true distri-
butions. In the case of Cs-equipped satellites, 1 month
of data contains around 120 independent samples, mak-
ing the monthly estimations less changeable as displayed
in Figure 2. Similar grounds can be given to explain the
smaller variability observed for Galileo error distributions
(after initial service declaration) shown in Figure 3.

A discussion regarding whether or not satellite range
error distributions are biased is herein addressed. The
final section in the Working Group C (WGC) Milestone
3 Report10 collects a series of assertions related to the
ARAIM system architecture. Among others, they state that
the ANSP will implement a ground-based offline monitor-
ing of satellite measurements to compute a safe overbound
using the distributions  (−bnom, 𝜎ob) and  (bnom, 𝜎ob).
Both parameters bnom and 𝜎ob account for: a) Repeatable
or persistent biases in receiver observed SIS errors, for
example signal deformation or interfrequency biases; b)
Statistical uncertainty due to limited sample sizes available
to the offline monitor function. This work asserts that orbit
and clock errors do not create permanent bias in SISRE, so
they should not be accounted in bnom. This statement has
also been supported by Walter et al. in his previous study.7
In case permanent biases are observed in the range error
due to clock and ephemeris error, it can be attributed to
a misalignment in the reference APC between Broadcast
Ephemeris and reference data (Table 1). Our allegations
are based on the findings in our previous work6 and the
prior section:

• GPS: SISRE distributions for Rb-equipped satellites do
not exhibit a significant bias after 6-8 months of data
collection. Since only 14-16 independent samples can be
collected in a month, it would take at least 10-12 months
to have a reliable estimation of the mean. Once enough
significant data have been collected, the distribution
mean is on the order of reference products accuracy
(2-3 cm).

• Galileo: Due to the short time between independent
samples, Galileo SISRE has around 180 independent
samples a month. This explains why no significant
bias (on the order of the products accuracy 4-5 cm)
was observed in the monthly error distributions for
Galileo. In case of the European constellation, one must
acknowledge that ground segment ODTS is subject to
updates. As displayed in the timeline of the SISRE RMS
in Figure 4, certain ground segment modifications can
violate the stationarity of the error (March 2018). Since

they do not belong to the nominality of the distribution,
these events do not invalidate the results from this paper
which apply to unfaulted error distributions.

5 BAYESIAN INFERENCE FOR
ERROR CORRELATION ANALYSIS

The first part of this paper has provided a statistical method
to define the number of independent samples for a given
dataset. Ultimately, the statistical independence of the data
needs to be accounted for in the satellite ranging error
overbound and consequently in the ISM generation. Pre-
viously proposed overbounding methods for GNSS SoL
applications (see previous studies1,2,4) do not consider the
effect of error correlation and how to account for it. Using
a Bayesian inference approach, this section obtains an ana-
lytical expression of the range error CDF as a function of
sample standard deviation and the number of independent
samples. Then, it analyzes the inflation factor that needs to
be applied to a Gaussian bound in order to safely account
for the error variability.

5.1 Ranging error CDF based on sample
independence
Given a range error dataset, our scope is to obtain a CDF of
the ranging error F𝜀 as a function of the sample standard
deviation s and the number of independent samples n. The
major hypothesis of this section is accepting that the sam-
pled error derives from a zero mean Gaussian population.
Empirical error CDF plots in Perea et al.6 evidence that
this assumption is not far from reality and that a Gaussian
function is a good approximation for the major part of the
true error distribution.

The probability functions in this section depend on two
variables; range error, 𝜀, and parent distribution standard
deviation, 𝜎. Our goal is to derive an analytical expression
of the range error CDF as a function of the sample stan-
dard deviation s and the number of independent samples
n. For that purpose, let us define the following probability
functions in order to express

• 𝑓𝜀: Marginal PDF of the ranging error
• 𝑓𝜎 : A priori Marginal PDF of the distribution standard

deviation
• 𝑓𝜀|𝜎 : Conditional PDF of the ranging error 𝜀 to parent

distribution standard deviation 𝜎
• F𝜀: Marginal CDF of the ranging error.

The marginal probability of the ranging error 𝜀 is written
as

𝑓𝜀 = ∫
∞

0
𝑓𝜀,𝜎(𝜀, 𝜎)d𝜎. (25)
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Applying Bayes' theorem, Equation (25) can be
expressed as

𝑓𝜀 = ∫
∞

0
𝑓𝜀|𝜎(𝜀|𝜎)𝑓𝜎(𝜎)d𝜎. (26)

Integrating the range error pdf to obtain the cdf and
rearranging terms, we can write

F𝜀(x) = ∫
x

−∞
𝑓𝜀(𝜀)d𝜀 = ∫

∞

0 ∫
x

−∞
𝑓𝜀|𝜎(𝜀|𝜎)d𝜀𝑓𝜎(𝜎)d𝜎 (27)

Note that the integral over d𝜀 can be expressed in terms
of the error function (erf) as follows:

∫
x

−∞
𝑓𝜀|𝜎(𝜀|𝜎)d𝜀 = P(𝜀 ≤ x) = 1

2
+ 1

2
erf

(
−x√

2𝜎

)
(28)

A suitable posterior distribution 𝑓𝜎 derived from a non-
informative prior coming from a Gaussian population is
given in Section 2.3 of Box and Tiao25

𝑓𝜎 = p(𝜎|s,n) = [1
2
Γ
(n

2

)]−1

(
ns2

2

) n
2

𝜎−(n+1) exp
(
− ns2

2𝜎2

)
(29)

where s is the sample standard distribution and n the num-
ber of effective independent samples. The equation above
represents the PDF of the error standard deviation condi-
tioned to n and s based on the assumption that the actual
error derives from a zero-mean Gaussian distribution (dis-
cussed in Section 4). For simplicity, let us rename the
constants

c =
[1

2
Γ
(n

2

)]−1
(

ns2

2

) n
2

and b =
√

ns2

2
.

Introducing (28) and (29) in (27), we can write the range
error CDF as

F𝜀 =
1
2

c∫
∞

0
𝜎−(n+1) exp

(
− b2

𝜎2

)
d𝜎 + 1

2
c

∫
∞

0
𝜎−(n+1) exp

(
− b2

𝜎2

)
erf

(
x√
2𝜎

)
d𝜎. (30)

For the sake of clarity, let us rewrite Equation (30) as
F𝜀 = 1

2
c(I1 + I2). Applying the variable change u = 1∕𝜎,

substituting d𝜎 = −𝜎2du, and correspondingly changing
the integration limits, the two terms of Equation (30) can
be expressed as

I1 = ∫
∞

0
un−1 exp(−b2u2) (31)

I2 = ∫
∞

0
un−1 exp

(
−b2u2) erf(au)du. (32)

Using the table of integrals provided in a previous
report,26 both terms I1 and I2 have analytical solutions

I1 = 1
2

b−nΓ
(n

2

)
(33)

I2 = x√
2𝜋

b(−n−1)Γ
(n + 1

2

)
2
F1

(
1
2
,

n + 1
2

; 3
2
; − x2

2b

)
(34)

where Γ(n) is the Gamma function and 2F1 (a1, a2, a3; a4)
is the Gaussian hypergeometric function. Introducing (33)
and (34) in (30) the range error CDF can be expressed as
an explicit function of the number of effective independent
samples n, the sample standard deviation s and the error
magnitude x as

F𝜀(x|s,n) = 1
2
+ x

s
√

n
1√
𝜋

Γ
(

n+1
2

)
Γ
(

n
2

)
2

F1

(
1
2
,

n + 1
2

; 3
2
; − x2

ns2

)
.

(35)

5.2 Inflation factor to account for sample
independence
According to the CDF overbound theorem,1 a given ran-
dom variable A(x) with CDF FA(x), is bounded by a second
distribution O(x) with CDF FO(x) if{

FO(x) ≥ FA(x) ∀ x ≤ 0
FO(x) < FA(x) ∀ x > 0. (36)

Given the measurement-dependent F𝜀 in (35), our goal
is to find an FO that fulfills the bounding conditions in
(36). Figure 13 depicts the normalized Folded CDF and
Quantile-Quantile (QQ) plot of F𝜀 for different values of
n and compares them to the normal Gaussian distribu-
tion (no sample correlation). As can be seen, for a given
error dataset with n independent samples and sample stan-
dard deviation s, the distribution derived from  (0s) will
not bound the ranging error. In order to find a safe over-
bounding 𝜎ob that accounts for the uncertainty due to the
finite number of independent samples, the estimated sam-
ple standard deviation shall be inflated by factor Kuncer ≥ 1
so that 𝜎ob = Kuncer s.

For the sake of generality, the error term x in (35) can be
normalized by the sample standard deviation as x∗ = x∕s
leading to a measurement-dependent F𝜀 as a function of
number of samples

F𝜀(x∗|n) =1
2
+ x∗√

n
1√
𝜋

Γ
(

n+1
2

)
Γ
(

n
2

)
2

F1

(
1
2
,

n + 1
2

; 3
2
; −x∗2

n

)
. (37)

Figure 13 plots the above CDF expression for differ-
ent numbers of independent samples. As can be inferred,
Kuncer must be an inversely proportional function of the
number of independent samples contained in the error
dataset that, in the limit case, will reach Kuncer ≈ 1. Of
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FIGURE 13 Normalized range error
folded CDF and quantile-quantile plot
for Gaussian distribution against
measurement conditioned distribution
as a function on the independent
samples n [Color figure can be viewed at
wileyonlinelibrary.com and
www.ion.org]

FIGURE 14 Range error Folded CDF
and Quantile-Quantile plot for inflated
Gaussian overbounding distribution
against measurement conditioned
distribution as a function on the
independent samples n for Psat = 10−5

[Color figure can be viewed at
wileyonlinelibrary.com and
www.ion.org]

FIGURE 15 Inflation factor to account
for the number of effectively independent
samples used in the estimation of the
overbound as a function of Psat for a
normalized standard deviation s=1 [Color
figure can be viewed at
wileyonlinelibrary.com and www.ion.org]

course we do not want to unnecessarily inflate 𝜎ob so that
it leads to availability risk. However we need to confidently
overbound at least down to the Psat committed by the CSP.3
For a given error dataset X with n independent samples
and estimated standard deviation s, Kuncer is the factor that
fulfills:

⎧⎪⎨⎪⎩
F𝜀(x∗Psat

|n) = Psat

x∗Psat
= 𝜙−1

(
Psat

2
, 0, 𝜎∗ob

)
𝜎∗ob = 𝜎ob∕s = Kuncer,

(38)

where 𝜙−1(P, 𝜇, 𝜎) is the inverse CDF of a Gaussian distri-
bution (𝜇𝜎). Equation (38) provides an implicit function
Kuncer = 𝑓 (n,Psat) that needs to be solved iteratively. The
computed CDF FO derived from  0𝜎∗ob will guarantee a

CDF bounding as{
FO(x∗) ≥ F𝜀 (x∗|n) ∀ x∗ ∈ [−x∗Psat

, 0]
FO(x∗) < F𝜀 (x∗|n) ∀ x∗ ∈ (0, x∗Psat

]. (39)

Figure 14 shows the folded CDF and QQ plots of the
inflated Gaussian distribution that fulfills bounding condi-
tions in (39) for a given Psat = 10−5. Figure 15 summarizes
the values of the inflation factors Kuncer for different values
of Psat and n. The represented Kuncer is the inflation factor
that provides the tightest safe overbound (assuming Gaus-
sian parent distribution) and, as can be seen in Figure 14,
decreases as the number of independent samples grows.
As shown in Figure 15, the inflation factor is close to 1
(data uncertainty does not play a role) once the dataset
contains around 150-200 independent samples. According
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to the results from the correlation study in the previous
section, this means around 1-1.5 months of Galileo SISRE
data and 10-12 months of GPS (Rb) data.

Note that the results showed above are compatible with
the empirical assumptions made in Equations (17) and
(18). There, the Ĉxx(k) true distribution was substituted
by the Cxx based on the argument that 3 years of data
provide enough independent data to apply the CLT. The
inflation factor Kuncer has been defined to characterize the
uncertainty associated with the estimation of the error dis-
tribution when not enough independent data is available
(just a few weeks for Galileo or a few months for GPS). As
seen in Figure 15, once sufficient independent data points
have been collected, the inflation factor asymptotically
reduces to one, implicitly indicating that the estimation of
the core of the distribution is a close representation of the
real one.

6 DISCUSSION ON THE
INFLATION FACTOR FOR
GAUSSIAN OVERBOUND

The Bayesian analysis used in the derivation of Kuncer
assumed that range error distribution comes from a zero
mean Gaussian population. This assumption does not
fall far from the reality. Figure 16 presents a typical
SISRE folded CDF for GPS satellites (in this case for
SVN67/PRN06) during 2 years of data collection projected
over a grid of 642 users. As seen in the QQ plot, the Gaus-
sianity is maintained for approximately 95% of the data
(2𝜎) showing larger tails that deviate from the Gaussian
fit defined by the sample standard deviation of 34 cm (red
line). It was mentioned at the beginning of this paper that
the core of the distribution controls the nominal perfor-
mance of the error. In particular, Section 3 argued that the
correlation properties (time between effectively indepen-
dent samples) are dominated by the core, leaving almost
no influence to the tails. The stationarity analysis for both
GPS and Galileo in Perea et al.6 showed that once enough

independent samples are collected, the core of the distribu-
tion settles, and only differences in the tails are observed.

Although the core of the distribution dominates the sam-
ple mean and standard deviation, the integrity bounds
are driven by the tails of the distribution. If one was to
overbound the empirical CDF in Figure 16 using a𝜎ob com-
puted as the product of the sample standard deviation (s =
34 cm) and the inflation factor corresponding to 384 inde-
pendent samples (Kuncer = 1.03, 2 years of GPS-Rb data as
per Table 2), the resulting Gaussian bound of 𝜎ob = 35 cm
will not overbound the full distribution but only the core.
This is due to the fact that real SISRE distributions have
two distinct parts: a quasi-Gaussian core containing most
of the data and a flat tail distribution with just a few data
points.

In order to provide a safe integrity bound (not neces-
sarily the optimal), the 𝜎ob has to be determined by the
tail distribution. As suggested by Figure 16, we can con-
sider a tail distribution which contains 5% of the total data,
leading to a total of 20 independent samples. As reflected
by Figure 15, a Kuncer = 1.33 has to be used to inflate
the tail sample standard deviation. The resulting 𝜎ob of
74 cm does certainly provide a safe integrity bound to the
observed empirical CDF accounting for data uncertainty
due to correlation. Note that the inflation factor is still rel-
atively high for 20 independent tail distribution samples.
Following this core-tail partition strategy, if an inflation
factor Kuncer ≈ 1 wants to be achieved based only on inde-
pendent sample data belonging to the tail distribution, two
more orders of magnitude of total data needs to be col-
lected (departing from the fact that only 1-5% of the data
belongs to the tail distribution).

However, it can be argued that, although safe, this over-
bound might not be optimal. Indeed, we are sacrificing the
narrow core of the SISRE distribution by the tails. It is left
for a future version of this work to introduce a Multi Gaus-
sian bounding methodology which exploits the trade-off
between core and tail distributions ultimately leading to
more efficient integrity bounds.

FIGURE 16 Empirical CDF and QQ
plot of instantaneous user projection
SISRE for SVN67 / PRN06 during
2016-2017 [Color figure can be viewed
at wileyonlinelibrary.com and
www.ion.org]
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7 CONCLUSIONS

This work has presented a technique to account for
the effect of sample correlation in SISRE overbound. It
has been introduced in two steps. First, we defined and
determined the number of effectively independent sam-
ples contained in a given satellite range error dataset.
The outcome of our study has demonstrated that the
error correlation is highly dependent on the constellation
and satellite onboard clock. Through an estimation vari-
ance analysis, Section 3 established the major differences
among GPS and Galileo range error correlation. Although
SISRE RMS values are typically double for Cs-equipped
GPS satellites than for Rb-equipped satellites, the former
show a time between effectively independent samples 10
times shorter (5-6 hours) than Rb clock-equipped satel-
lites (50-60 hours). A signal spectrum analysis indicated
that this is due to the periodic residuals caused by the lim-
itations of the orbit model. In the case of GPS Rb clock
satellites, this “contamination” is more pronounced due to
the better clock performance and short term stability.

An analogous analysis was carried out for Galileo
range error. Unlike GPS, the contrast between PHM
and RAFS clock-equipped spacecrafts was not so notice-
able. Satellites equipped with passive Hydrogen masers
exhibit 2.5-3.5 h between independent samples whereas
RAFS-equipped satellites display 4-5 h. It is important to
remark that as of December 2018, only two operational
GPS satellites are equipped with Cs clocks, and just one
Galileo satellite runs with a RAFS clock. Consequently, it is
a fair statement to say that GPS error shows a characteristic
correlation time around 10 times longer than Galileo.

Second, using a Bayesian approach and assuming a
Gaussian distribution, this work introduced a method-
ology to perform an overbound that accounts for the
uncertainty in the data due to the limited number of
independent samples. We derived a closed expression to
compute the so-called uncertainty inflation factor as a
function of the sample standard deviation, the number
of independent samples, and the committed Psat. Results
show that in order to have an inflation factor of around
1.02-1.03, at least 150-200 independent samples need to be
collected. This translates to a period of data collection of
1.5-2 months for Galileo and 10-12 months for GPS.

These results are paramount for elaboration of the
offline ISM. As stated in the WG-C ARAIM Milestone
2 Report,27 the CSP shall need a period of several years
of observation to gain sufficient confidence in the opera-
tional performance of each constellation. This confidence
is highly driven (although not only) by the amount of effec-
tive independent samples that we can collect during the
observation process. As shown here, the fact that Galileo

SISRE presents a significantly shorter decorrelation time
than GPS will eventually ease the SISRE characteriza-
tion based on service history to support ARAIM in the
sense that shorter monitoring periods are needed to collect
independent data.
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